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Abstract

Automatic differentiation (AD) has been a topic of interest for researchers
in many disciplines, with increased popularity since its application to machine
learning and neural networks. Although many researchers appreciate and know
how to apply AD, it remains a challenge to truly understand the underlying
processes. From an algebraic point of view, however, AD appears surprisingly
natural: it originates from the differentiation laws. In this work we use Algebra
of Programming techniques to reason about different AD variants, leveraging
Haskell to illustrate our observations. Our findings stem from three fundamental
algebraic abstractions: (1) the notion of semimodule, (2) Nagata’s construction
of the ‘idealization of a module’; and (3) Kronecker’s delta function, that to-
gether allow us to write a single-line abstract definition of AD. From this single-
line definition, and by instantiating our algebraic structures in various ways,
we derive different AD variants, that have the same extensional behaviour, but
different intensional properties, mainly in terms of (asymptotic) computational
complexity. We show the different variants equivalent by means of Kronecker
isomorphisms, a further elaboration of our Haskell infrastructure which guaran-
tees correctness by construction. With this framework in place, this paper seeks
to make AD variants more comprehensible, taking an algebraic perspective on
the matter.
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1. Introduction

Many algorithms in artificial intelligence crucially depend not only on the
efficient large-scale evaluation of arithmetic expressions, but also on the evalua-
tion of their partial derivatives at specific points [1, 2]. Symbolic and numerical
differentiation can be used for these computations but suffer from performance
and accuracy issues, respectively. As a consequence, there is much interest
in a third approach, called automatic differentiation (AD) [3]. AD efficiently
and accurately evaluates the derivatives of any computation composed of basic
arithmetic and exponential, logarithmic, and trigonometric functions.

The orthodox accounts of automatic differentiation, since its first introduc-
tion by Wengert [3], emphasise it as a whole-program transformation. It is
coupled with a shift from evaluation of the primitive operations of the underly-
ing language of numerical computation to those on the so-called dual numbers
(due originally to Clifford [4], considerably predating their subsequent appli-
cation to AD). The various AD modes (forward, reverse, mixed) then arise as
further optimisations of this basic picture in terms of the efficient organisation
and traversal of the underlying datastructures, typically exploiting mutability.

The vast literature on AD, which is impossible to survey here, covers exten-
sions of Wengert’s original approach in all possible directions: algorithmic im-
provements, language designs and extended expressivity, novel applications and
much more. The contribution of this paper is not to extend this body of work
even further, but rather to revisit the original algorithms from an algebraic per-
spective. Following Bird and de Moor’s “Algebra of Programming” [5], we show
how algebra can be used to (re-)derive existing AD algorithms from a basic exe-
cutable specification, expressed in the purely functional programming language
Haskell. The algebra involved consists of largely standard constructions (with
one notable exception, namely Nagata’s construction described in Section 3.2
below), which—because they yield isomorphic mathematical objects—have no
extensional consequences. Yet, they do establish the functional equivalence be-
tween the different algorithmic variants. At the algorithmic level the various
(isomorphic) changes of representation are precisely what allows us to exploit
intensional aspects, specifically to change the computational complexity.

Specifically, this paper makes the following contributions.

e First, we show how symbolic differentiation and evaluation of symbolic
expressions can both be seen algebraically as unique semiring homomor-
phisms from the free semiring. In terms of code, they are both instances
of the same fold-like recursion scheme. This algebraic view enables us first
to fuse the two homomorphisms to obtain basic forward mode AD, and
then to recover symbolic differentiation as an instance of that (Section 2).

e Next, we abstract the AD algorithm in terms of three fundamental al-
gebraic abstractions, whose specification and (equational) properties we
realise via Haskell type classes: modules over a semiring, a generalization
of dual numbers which we dub Nagata numbers (whose construction ap-
pears originally due to Nagata [6]), and of Kronecker’s delta function. This



abstract algorithm readily instantiates to a more efficient form of forward
mode AD that computes the whole gradient vector of partial derivatives
in one go (Section 3).

e Then, we show how other instances of the abstract algorithm can be ob-
tained by replacing the representation of the gradient using an isomor-
phism of such structure, using Elliott’s method of type class morphisms [7].
This is demonstrated on a sparse vector representation (Section 4).

e Using the above methodology, we ultimately derive purely functional and
imperative variants of reverse-mode AD: we successively improve the time
complexity of scalar multiplication and gradient vector addition with rep-
resentations based on homomorphisms, and switch to their equivalent mu-
table representation (Section 5).

e As an epilogue, we demonstrate that our approach readily admits com-
mon, useful extensions: additional primitive functions, direct computation
with Nagata numbers to eliminate the overhead in building and evaluating
symbolic expressions, higher derivatives, and let-sharing (Section 6).

e We provide an implementation! of the approach and different AD versions.

Finally, the paper discusses related work (Section 7) and concludes (Section 8).

We believe that this paper may be of interest to algebraists, (Haskell) pro-
grammers and AD experts alike. While the paper does its best to be accessible
to these three groups, we acknowledge that this requires working through unfa-
miliar concepts or unfamiliar presentations of familiar concepts before the three
strands come together. Appendix C supports readers who are not familiar with
Haskell, briefly introducing type classes and library functions that are used
throughout this work.

2. Setting the Stage

This section provides a basic executable definition of automatic differentiation
(AD) based on a minimal setup. For readers who want a gentle introduction to
the methodology used here, we refer to “Domain-Specific Languages of Mathe-
matics” [8].

2.1. Symbolic Expressions and their Evaluation

In order to focus on the essential algorithmic mechanics, throughout most of
this paper we pare down to a minimal programming language in which functions
can be expressed: symbolic expressions Ezpr v that capture polynomials over
variables v, that vary independently?.

Thttps://github.com/birthevdb/Abstract-AD
2In Section 6.5 we extend the language of expressions with a let-construct to permit vari-
ables that may be bound to complex subexpressions.
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Figure 1: The commutative semiring laws.

data Ezpr v = Var v | Zero | One
| Plus (Expr v) (Expr v) | Times (Ezpr v) (Ezpr v)

For example, for univariate expressions we can define a type X with one variable.
The symbolic representation of z x (z + 1) is captured in ezample,.

data X = X
example; :: Expr X
example; = Times (Var X) (Plus (Var X) One)

We assign an overloaded meaning to symbolic expressions by mapping them to
a (commutative) semiring. The ‘semi’ in semiring refers to the fact that a semi-
ring is a ring that does not need to have an additive inverse. We omit it here
because AD does not require it. Nevertheless, Section 6.1 shows that, if such
an inverse exists, it can be accommodated. The commutativity requirement we
impose is not essential, but simplifies the presentation. Section 6.2 extends the
approach to non-commutative semirings, which is necessary to support, for in-
stance, matrices. The overloading gives us the flexibility to interpret expressions
in terms of both their plain value and of different AD flavors.

Definition 1 (Semiring). A semiring is a set, together with two binary op-
erators @ (“addition”) and @ (“multiplication”) and two distinguished elements
zero and one. These should obey the laws of Figure 1: & and ® should both be
assocative and commutative and have neutral elements zero and one respectively.
Moreover, ® should distribute over & and have zero as annihilator.

In Haskell, we capture the algebraic concept of a semiring in the Semiring type
class, with instances for numeric types (e.g., Int, Float®) that respect the laws.

3If we ignore the limitations of floating point arithmetic.



class Semiring d where instance Num a = Semiring a where

zero :: d zero = 0
one ::d one =1
(@) d—d—d (®) =(+)
(®) =d—=d—d (®) = (%)

There is one instance of semirings that is of special interest to us: that for
symbolic expressions Ezpr v, quotiented by the laws.

instance Semiring (Ezpr v) where
zero = Zero
one = One
(@) = Plus
(®) = Times

What makes this instance special is that it is the free semiring instance, which
gives rise to a fold-style eval function. This evaluator proceeds by structural
recursion over the symbolic expressions to map them to their interpretation in
a semiring d, given a mapping var :: v — d for variables.

eval :: Semiring d = (v — d) — Fxpr v — d

eval var (Var z) =var x
eval var Zero = zero
eval var One = one

eval var (Plus e e3) = eval var e; © eval var ey
eval var (Times e; e3) = eval var e; ® eval var e;

This way we can evaluate example; for X = 5 with the Int semiring.

> eval (AX — 5) example,
30

2.2. Homomorphisms

The notion of free semiring, the associated eval function and its properties are
special cases of generic results from the Algebra of Programming [5] which hold
for any algebraic structure. Another related notion, which will turn out to be
central to this paper, is that of homomorphism. Informally, this is a function
that preserves algebraic structure. More formally,

Definition 2 (Semiring homomorphism). A (semiring) homomorphism
between two semirings Dy and Dy is a function h:: D1 — Do that preserves the
semiring structure:

4Quotienting by the laws means that we should consider two (even structurally different)
expressions equal if the laws say so (e.g., Plus Zero (Var X) == Var X).



h zero,, = zerop, h(z®p, y)=hzd, hy
h onep, = onep, h(x®p, y)=hz®phy

Semiring homomorphisms compose: given homomorphisms hy :: D; — D, and
ho :: Do — D3, their composition he o hy :: D1 — Ds is also a homomorphism;
and the expected laws hold. Furthermore, the identity function id :: D — D is
trivially a homomorphism. The function eval var is a homomorphism for any
choice of var. In fact, it is the unique homomorphism h such that h (Var v) =
var v. From this uniqueness property follow two useful properties:

Property 1 (Fusion). The fusion property allows us to incorporate any
homomorphism h into evaluation: h o eval var = eval (h o var).

Property 2 (Reflection). The reflection property observes that evaluation
with Var is the identity: eval Var = id.

2.3. Symbolic Differentiation and Dual Numbers

The eval homomorphism also allows us to do symbolic differentiation. We cap-
ture its rules in the derive function, using the Semiring instance of Exzpr v, and
exploiting the commutativity in the multiplication case.

deriwe:: Eq v = v — Fxpr v — Exprv

derive z (Var y) = if © == y then one else zero
derive © Zero = zero
derive © One = zero

derive x (Plus e ez) = derive x €1 ® derive x eg
derive © (Times e1 e2) = ((ea ® derive z e1) @ (&1 ® derive x e3)

These do not fit eval’s fold-style recursion scheme because, in the case for Times,
e; and ey appear outside of recursive calls ([gray ). Using the so-called “banana-
split” property [9, 10, 11], we can turn this function into the proper shape: we
make it return a tuple (Exzpr v, Expr v) of the original expression and the
symbolic derivative.

derive’ © e = (e, derive x e
)

We thus obtain the following structurally recursive definition for derive’, from
which we may then recover derive by projection on the second component:

derive’ :: Eq v = v — Expr v — (Expr v, Ezpr v)

derive’ z (Var y) = (Var y,if == y then one else zero)
derive’ x Zero = (zero, zero)
derive’ © One = (one, zero)

derive’ © (Plus e e2) = let (ef, dey) = derive’ x e
(e}, des) = derive’ x ey

in (ef ® €}, de; @ des)
derive’ © (Times e; e2) = let (ef, de1) = derive’ x e



(e}, des) = derive’ x ey
in (e ® e, (e ®der) ® (e ® dez))

Before we write the functionality of derive’ in terms of eval, we generalize
(Expr v, Expr v) to tuples whose components are drawn from an arbitrary
semiring. In the AD literature, these are known as dual numbers, originally due
to Clifford [4].

instance Functor Dual where
fmap :: (a — b) — Dual a — Dual b

fmap b (D f df) = D (b f) (h df)

Dual numbers are functorial; fmap f transforms both parameters using f. The
two components of a dual number D z dx are respectively known as the primal
x and the tangent dx. For a semiring d, the type Dual d also admits a semiring
structure, where the definition of tangent precisely follows the corresponding
cases of derive.

data Dual d = D {pri® :: d,
tan? :: d}

instance Semiring d = Semiring (Dual d) where
zero =D zero  zero
one =D one zero
(D fdf)® (D gdg)=D(f®yg) (df &dg)
(D fdf)®(Dgdg)=D (f®g)((g®df)(f®dg))

Now, symbolic differentiation may be seen as another instance of evaluation,
but into the semiring of dual numbers over symbolic expressions.

symbolic:: Eq v = v — Expr v — Dual (Exzpr v)
symbolic © = eval gen where gen y = D (Var y) (0, y)
0y y = if x == y then one else zero

2.4. Classic Forward Automatic Differentiation

Automatic differentiation (AD) is the umbrella term for algorithms that pro-
grammatically compute both the value and the derivative of an expression at a
point [12, 13, 14]. Thus, if we combine symbolic differentiation with subsequent
evaluation into a semiring d, we obtain a specification for forward-mode AD:

forwardAD var x = fmap (eval var) o symbolic x
We can make this specification more efficient by exploiting eval’s fusion property.

fmap (eval var) o symbolic x
= {- definition of symbolic -}
fmap (eval var) o eval gen where gen y = D (Var y) (0 y)
6, y = if x ==y then one else zero
= {- ewval fusion (Property 1) -}
eval (fmap (eval var) o gen) where gen y = D (Var y) (6, y)
0, y =if x == y then one else zero
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Figure 2: Running forward-mode AD on ezample; at X = 5.

After inlining fmap (eval var) into gen, we get the classic definition of forward-
mode AD, which calls eval only once. Differences compared with symbolic are
highlighted in gray.

forwardAD :: (Eq v, Semiring d) = (v — d) — v — Expr v — Dual d
forwardAD [var x = eval gen where gen y = D ((var y) (6, y)
0y y = if x == y then one else zero

For example, the derivative of example; at the point X = 5 is 11; the process
computing the result is depicted in Figure 2.

> forwardAD (A X — 5) X example,
D 3011

2.5. Symbolic AD as Forward AD

Observe that the only essential difference between symbolic and automatic dif-
ferentiation is that the former evaluates into the symbolic Fzpr v semiring, while
the latter uses a ‘numeric’ semiring d. In fact, we can also have forwardAD use
the symbolic semiring, interpreting variables with Var.

forwardAD Var
= {- AD specification (Specification 2.4) -}
fmap (eval Var) o symbolic
= {- reflection property (Property 2) -}
fmap id o symbolic
= {- functor law and id as unit of composition -}
symbolic

In summary, symbolic is a special case of forwardAD:
symbolic = forwardAD Var

This sets the stage for the remainder of this paper: we use algebraic techniques
to reason about the structure of differentiation algorithms and by exposing more
abstract structure, one and the same abstract algorithm (Section 3) subsumes
various concrete AD flavors.
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Figure 3: The laws for a D-module E over a semiring D, where E is a commutative monoid.
We overload the monoidal operation & for the corresponding Semiring, to emphasize its
additive interpretation.

3. Abstract Automatic Differentiation

The central claim of this paper is that we can express the two previous differen-
tiation functions (symbolic differentiation and classic forward-mode AD) as well
as several more variants to come later, as the same one-line generic program.
This section identifies three fundamental algebraic structures to accomplish this:
d-modules e, generalized dual numbers d x e, and the Kronecker delta function.
It also shows how to instantiate these to recover a version of forward-mode AD
that computes the gradient vector of all partial derivatives at once, rather than
for a single variable at a time.

8.1. Modules over Semirings

Our first abstraction generalizes the notion of gradient Ve of an expression e.
o1

de
Oy,

By analogy with vector spaces (over a field) or modules (over a ring), we consider
semimodules over a semiring d [15], which we refer to as d-modules.

Definition 3 (Semimodule). Given a semiring D, then a D-module E is
defined as a commutative monoid E, together with scalar multiplication (e) ::
D — E — E, which distributes over the additive structure of E. This means
that E should have a commutative, associative binary operator & with neutral
element zero. Figure 3 gives FE’s monoid laws and the laws that govern the
interaction between the monoid structure of E and the scalar multiplication.

In Haskell, we capture the concept of a semimodule in the type class Module,?
on top of the Monoid type class.

5We use the functional dependency e — d to anchor a d-module e to its underlying
semiring d (Appendix C).



class Monoid e where class (Semiring d, Monoid e)
zero :: e = Module d e | e — d where
(®) ne—se—e ():d—>e—e

Every semiring d may be viewed trivially as a d-module, by taking (e) = (®).
A well-known example that is not itself a semiring is the vector space R3; it
forms a monoid with vector addition and the zero vector [ 0 0 O }, and an
R-module with the usual scalar multiplication.

3.2. Nagata Numbers

The second abstraction generalizes dual numbers of Section 2.3 to two compo-
nents d and e that have distinct types, reflecting the idea that the value of an
expression (its primal), and that of its derivative (tangent), conceptually live
in different spaces. We exploit precisely the generalization that permits primal
and tangent to vary independently. This concept first appeared in the work of
Nagata [6] in the early 1950s, under the name “idealization of a module”. How-
ever, the application of Nagata’s construction to the study of AD appears to be
novel. By analogy with dual numbers, we call the type d x e Nagata numbers.

data d x e = N {pri" = d, instance Functor (d x -) where
tan™ i e} fmap h (N f df) =N f (h df)

Observe that the type constructor d x - is functorial in its second parameter
and a bifunctor in both parameters (Appendix A).
Nagata proved the following fundamental theorem.

| Theorem 1. Given a d-module e, then d x e admits a semiring structure.

The Haskell type class instance below witnesses this theorem.

instance Module d e = Semiring (d X e) where
2€ro = N zero zero
one = N one zero

(N fdf)® (N gdg)=N (f®g) (df ©dg)
(N fdf)® (N gdg)=N (f®g) ((fedg) @ (gedf))

3.8. Kronecker Delta

The final piece of our jigsaw comes from the observation that the function

6, y = if £ == y then one else zero is the Kronecker delta function.
1 xz=y
0x(y) = { 0  otherwise

This gives rise to our third fundamental algebraic abstraction. In Haskell, we
capture a generalized notion of this concept in the Kronecker type class.

10



class Module d e = Kronecker v d e where
delta ::v — e

Notice that, at this point, no extra laws are imposed on Kronecker v d e;
later, we will use isomorphism conditions (Definition 5) to constrain different
AD variants. The idea is that delta x does not compute 6, (y) for just a single
variable y, but for all variables at once. Thus delta z is a value in a d-module e
where only the z-component is one, and all others are zero. A helpful analogy
may be to think of v as the type of basis vectors of e. Then, delta z is the
embedding of basis vector z into e. Continuing Section 3.1’s example of the
R-module R3, there are usually three variables z, y, z such that

delta x = [ 1 0 O }
delta y = [ 01 0 }
delta z = [ 0 0 1 }

In the AD literature, these basis vectors, where one entry is one and all the
other are zero, are often referred to as one-hot vectors.

8.4. Abstract Automatic Differentiation

With the three algebraic structures in place, we present our abstract definition
of differentiation.

abstractD :: Kronecker vd e = (v —d) — Exprv —>dx e
abstractD var = eval gen where gen z = N (var x) (delta )

Next, we show how this abstract definition can be instantiated to recover forwardAD.
Later, we vary e to obtain more efficient versions.

8.5. Base case: Forward-Mode AD as AD in the Dense Function Space

We recover forwardAD—the classical forward-mode AD implementation given
in Section 2.4—as an instance of abstractD, by using the standard function
space e = v — d. We call this space dense® to contrast with the sparse func-
tion space coming up in Section 4.3, by analogy with dense/sparse polynomial
representations in computer algebra [16].

type Dense vd=v — d

Informally, we can think of this structure as a functional representation of a
gradient vector, required by least square fitting, gradient descent and many
other applications. Just like a gradient vector, it contains one d-value per
variable of type v. The actions of its monoid and d-module instances are given
pointwise, using the ‘d-as-d-module construction’ of Section 3.1.

6To avoid clutter, we present Dense and later types as type synonyms in the paper, but
our implementation uses newtypes for unambiguous type class resolution.

11



instance Semiring d = Monoid (Dense v d) where
zero = A\v — zero
fl @fQ = \v —)fl U@fg v

instance Semiring d = Module d (Dense v d) where
def =Xv—de(fv)= —=>dx(fv)

The Kronecker delta function for dense functions is the textbook one.

instance (Eq v, Semiring d) = Kronecker v d (Dense v d) where
delta v = Aw — if v == w then one else zero

Using this Kronecker instance and generalizing dual numbers into d x (Dense v d),
we obtain the following definition for forward-mode AD.

forwardAD ., : (Eq v, Semiring d) = (v = d) — Expr v — d x (Dense v d)
forwardAD p.,,s. = abstractD

This is forwardAD with its parameters re-arranged and Dual d generalized:

pri? (forwardAD var z e) = pri™ (forwardAD p,,, .. var e )
tan®? (forwardAD var z e) = tan® (forwardAD p.,,,. var e z)

The essential difference between forwardAD and forwardAD p.,,. is intensional.
In moving from computing a value in v — (d x d) to one in d X (v = d),
we no longer compute both the primal and tangent for each individual v, but
instead only compute the primal once for the whole gradient. In other words, we
share the computation of the primal among all partial derivatives. For instance,
example, represents expression (z X y) 4+ x + 1 in variables 2 and y using our
expression language.

data XY =X | Y

exampley :: Expr XY
examples = Plus (Plus (Times (Var X) (Var Y)) (Var X)) One

We compute its gradient at the point (5, 3):
>let {var X = 5;var Y = 3;e = tan® (forwardAD p.,,s. var ezampley)}
in (eX,eY)
(4,5)

In contrast, when using forwardAD, we would have to call it twice:

>let {var X =5;var Y =3, e = exampley }
in (tan? (forwardAD var X e),tan® (forwardAD var Y e))

12



4. AD Variants by Construction

This section explains our methodology, which is based on constructing Kro-
necker isomorphisms, and demonstrates it on the sparse variant of forwardAD p,,,se-
This methodology will allow us to instantiate our abstract algorithm by varying
the tangent type to obtain different flavors of automatic differentiation.

4.1. Relating AD Variants with Kronecker Isomorphisms

A key concern when devising new AD variants is their correctness. We can
establish this by showing their functional equivalence to an established AD
baseline. We do so using Kronecker isomorphisms.

Definition 4 (Kronecker Homomorphism). Given a type of variables V
and a semiring D, with types Ey and Fs such that Kronecker V. D E; and
Kronecker V' D Es hold (and thus also Monoid Ey, Monoid Es, Module D E;
and Module D Es), then a Kronecker homomorphism is a function h:: By — Fy
that preserves the Kronecker V D structure:

h zeroy, = zerog, h(des m) =deg (hm)
h(x@p y) =(h ) Dy (hy) h (deltag, v) = deltag, v

Definition 5 (Kronecker Isomorphism). A Kronecker isomorphism is a
pair of Kronecker homomorphisms h :: By — Ey and h™' :: By — Ey, that are
inverses: hoh ™' =id and h~" o h = id.

In the rest of the paper we use Dense V D as the baseline. Hence, when coming
up with a new tangent type E, we also want to find a Kronecker isomorphism
h::Dense V' D — FE to establish its correctness. This isomorphism is a function
pair consisting of a representation function rep and its inverse abs (abstraction),
following the terminology of data representation [17, 18]. To streamline our
approach, we capture this isomorphism in a type class CorrectAD.

class Kronecker v d e = CorrectAD v d e where
rep :: Dense v d — e
abs :: e = Dense v d

With the free theorem [19] that follows from the parametricity of abstractD [20]
we can then relate the new instance of the algorithm to the baseline.

Theorem 2. Given a CorrectAD V D E instance, we have that

fmap abs (abstractDy var e) = abstractDp,,,. var e
abstractDy var e = fmap rep (abstractDyp,,,. var €)

13



4.2. Kronecker Isomorphisms by Construction

Given the Kronecker V' D (Dense V D) structure as our starting point and a
newly desired representation F, we do not have to devise the Kronecker V D E
structure and the Kronecker isomorphism out of the blue. Instead, following the
method outlined by Elliott [7], we can constructively derive both from a plain
invertible function h :: Dense V' D — E. Indeed, we can create the instances
for E in terms of the instances of Dense V D and of h.

instance Monoid E where instance Kronecker V D E where
zero = h 2erop.,.. delta v = h (deltapense V)
z@y="h ("2 Opese h™' y) instance CorrectAD V D E where
instance Module D FE where rep = h
dex=h(dep.h !z abs = h~1

By construction, these instances both (1) satisfy all the necessary laws, and (2)
ensure that h is a Kronecker isomorphism. For example, we can verify that
z@®zero =z and that hz @ h y = h (z © y) as follows:

x B zero hx@®hy
= {- definitions of zero and @ -} = {- definition of @ -}
h(h=t z@®h~t (h zero)) h(h=t (hz)®ht (hy))
= {- isomorphism -} = {- isomorphism -}

h (h=! z @ zero) h(z®y)
= {- monoid identity law for Dense v d -}
h (h=t )
= {- isomorphism -}
x
Verifying the other laws and homomorphism properties proceeds similarly.

In short, each time we devise a new AD variant, we come up with a new
representation £ and an invertible function h :: Dense V' D — E. The rest
of the infrastructure then follows mechanically, except for the fact that we can
simplify the definitions, sometimes exploiting further equations, for the sake of
optimizing the (algorithmic properties of the) representation.

The invertible function ensures, through the constructed Kronecker isomor-
phism, that the extensional behaviour remains the same, and thus guarantees
correctness. At the same time, a well-chosen alternative representation may
improve intensional properties like asymptotic runtime.

4.3. Sparse Maps

We demonstrate the above approach to switch from the dense function space
representation to that of sparse maps. This exploits the fact that many partial
derivatives of sub-expressions are zero. Indeed, if a variable  does not occur in
an expression e, the partial derivative % is zero. Notably, in the base instance of

dense functions, when the expression is just a variable, all partial derivatives but

14



one are by definition zero. We avoid explicit representations of such zeros—as
well as explicit operations with them—by replacing the dense function space v —
d with the type of finite key-value maps Map v d. We use Haskell’s Data. Map
library (Appendix C) instead of a specialized dictionary representation [21].

type Sparse v d = Map v d

The omitted values in the map are zero. This way we recover the Dense rep-
resentation from the sparse one by looking up the variables in the map and
defaulting to zero when a variable is not present.

abs_, 2 (Ord v, Semiring d) = Sparse v d — Dense v d
abs_, m = \v = findWithDefault zero v m
rep_, :: (Ord v, Bounded v, Enum v, Semiring d, Eq d)

= Dense v d — Sparse v d
rep—, dense = fromList [(v, dense v) | v < [minBound .. mazBound],
dense v £ zero]

Observe that abs_, and rep_, are inverse functions under the constraints (mod-
ulo the equivalence of explicit and implicit zeroes). With the new Sparse v d
representation and the two inverse functions we can derive the Monoid, Module,
Kronecker and CorrectAD instances following the approach outlined in Sec-
tion 4.1. This results in the all-zero map being empty. Addition of maps is
performed key-wise, but avoided if either or both maps have an implicit zero at
a given (variable) key.

instance (Ord v, Semiring d) = Monoid (Sparse v d) where
zero = empty

(@) = unionWith (@)

Scalar multiplication is also key-wise. As d ® zero = zero (Figure 1), we can
effortlessly preserve the implicit zero entries.

instance (Ord v, Semiring d) = Module d (Sparse v d) where
dem = fmap (d®) m

The only non-zero entry for delta x is that for z.

instance (Ord v, Semiring d) = Kronecker v d (Sparse v d) where
delta x = singleton x one

Moreover, and crucially in what follows, we observe the following relationship
between this Kronecker structure and its Module and Monoid instances:

d e delta v = singleton v d (1)
e ® (d e delta v) = insertWith (®) v d e (2)

Lastly, the CorrectAD instance is straightforward.
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instance (Ord v, Bounded v, Enum v, Semiring d, Eq d) =
CorrectAD v d (Sparse v d) where
rep = rep_,
abs = abs_,

In summary, all that the sparse gradient computation requires, in comparison to
the dense computation, is the switch from d x (Dense v d) to d x (Sparse v d).

forwardADg,,,, .. :: (Ord v, Semiring d) = (v — d) — Expr v — d x Sparse v d
forwardAD = abstractD
Sparse

Theorem 2 now holds by construction. We can verify this correspondence by
revisiting example, at the point (5, 3).

>let {var X =5;var Y =3} in tan™ (forwardADg,,,. var example,)
{X—=4;,Y—5}

5. Reverse-Mode Automatic Differentiation

We now develop the appropriate d-module structure that exhibits reverse-mode
AD as an instance of abstractD by refining the above sparse representation.
Motivated by the quest for improved efficiency, we optimize the time complexity
of the essential functions for abstract differentiation with the underlying Nagata
numbers semiring: scalar multiplication (e), addition (&) and Kronecker’s delta.

5.1. Accumulating Multiplications

We start with another function-based representation. Instead of the d-module
e, we consider the space of d-module homomorphisms from d to e. It is a
standard result in commutative algebra [22, p.18]7 that these two structures are
isomorphic, considered as d-modules. In terms of the underlying Haskell types,
this amounts to taking the plain function space.

typed —we=d —e¢

But we intend this type d — e to represent only the d-module homomorphisms.
This is the case for linear functions from d to e. A function f:: d — e is linear®
iff it has the multiplicative homogeneity property:

fle@y) = zefy

As the Haskell type d — e also includes non-linear functions, we have to make
disciplined use of d —o e, being careful to avoid the non-linear ones. Intuitively,

"For the case of commutative rings and their modules; the argument for semirings and
modules is identical, but simpler, because there are fewer equations to check.
8Preservation of addition follows from the fact that the result of f is a semimodule.
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we can think of d —o e as augmenting e with an accumulator for a scalar mul-
tiplier of type d. By supplying the scalar one, we recover the original module.

rep_, :: Module d e = e — (d —¢e)  abs_ :: Module d e = (d — e) — ¢
rep_ ,e=\d > dee abs_ f = f one

In particular, as one e e = e (Figure 3), we have that abs_, o rep_, = id. More-
over, for linear functions also rep_,oabs_, = id. Now we derive Monoid, Module
and Kronecker instances that make rep_, a homomorphism by construction. It
follows that d —o e inherits its monoidal structure in a pointwise fashion from e.
For e = Dense v d, the time complexity for additive operations remains linear
in the number of variables.

instance Monoid e = Monoid (d — e) where
zero = \d — zero
f®g=Xd— fddgd

Furthermore, its d-module structure uses the function parameter as an accumu-
lator for the scalar multiplier. This affords a “strength reduction”: the expensive
scalar multiplication (e) is replaced by the cheaper semiring multiplication (®).

instance Module d e = Module d (d — ¢) where
def=Xd—f(d®d)

This reduces the time complexity of scalar multiplication from O(V) (where
V' denotes the number of variables with non-zero values in the given sparse
map) for the Sparse v d representation to O(1) for that of d — Sparse v d.
However, the general Kronecker instance of d —o e still contains the expensive
(e) operator.

instance Kronecker v d e = Kronecker v d (d — e) where
delta v =Ad — d e delta v

Fortunately, we only require a specialized instance for sparse maps, which op-
erates in constant time, as a consequence of equation (1) for d e delta v.

instance (Ord v, Semiring d) = Kronecker v d (d — Sparse v d) where
delta = singleton

Finally, the CorrectAD instance for d —o e is defined as the composition of
rep_,/abs_, with rep/abs of e.

instance CorrectAD v d e = CorrectAD v d (d —o e) where
Tep = rep_, o rep

abs = abs o abs_,

In summary, by using d X (d — Sparse v d) we obtain reverse-mode AD.
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reverseAD :: (Ord v, Semiring d) = (v — d) — Expr v — d X ((d — Sparse v d )
reverseAD = abstractD

For instance, consider the more extensive example expression z X ((x+1) x (z+
x)), encoded in Haskell as ezamples.

examples :: Expr X
examples = Times (Var X) (Times (Plus (Var X) One) (Plus (Var X) (Var X)))

Running reverse-mode AD on this expression, the derivative at X =5 is 170.

> (abs_ o tan™) (reverseAD (AX — 5) examples)
(X 170}

Figure 4 shows that this computation effectively works in multiple passes, which
is a key characteristic of reverse-mode AD. During the forward (bottom-up) pass
(shown by the black arrows) the algorithm computes Nagata numbers, which
contain the value of each sub-expression, and the dependencies between the
nodes as function closures c :: d —o Sparse v d, e.g., N 300 cg, for the final
outcome. In the backward (top-down) pass (shown by the red left-to-right ar-
rows), we invoke the function closure cg, on argument one (using abs_). It
propagates the scalar accumulator downwards. At each downward step, the
accumulator changes to reflect how much the overall derivative changes given
that the subexpression changes by one. Finally, the results at the leaves are
added (shown by the blue right-to-left arrows) to yield the overall derivative.
The conventional imperative algorithms typically accomplish this with impera-
tive updates. We derive that form in Section 5.3, but first we address the linear
cost of addition.

5.2. Accumulating Additions

We can optimize the additive structure of d-modules in much the same way
as we have optimized scalar multiplications: by considering a representation of
e — e functions that have the additive homogeneity property:

floy)=z0fy

This representation is also known as the Cayley representation [23, 24] of e,
the most well-known example of which is difference lists [25] or Hughes lists
[26]. Again, the Haskell type e — e includes functions that do not have the
homogeneity property; those are not included in the Cayley e type.

type Cayley e = e — e
rep, :: Monoid e = e — Cayley e abse :: Monoid e = Cayley e — e
rep, e = Xe/ = ¢ De abs, f = f zero

This representation typically implies another “strength reduction”, namely from
e’s binary operator (6) to function composition (o). We thereby reduce the time
complexity of addition from O(V') for Sparse v d to O(1) for Cayley (Sparse v d).
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Figure 4: Reverse-mode AD of x X (z + 1) X (z + z), for x = 5.
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instance Monoid (Cayley e) where
zero = id
feg=gof

We derive the Module and Kronecker instances following our standard recipe.
However, we cannot eliminate the expensive operations from the Cayley e in-
stances for Module and Kronecker. Indeed, the Module instance requires con-
verting from Cayley e to e and back, where notably rep, re-introduces e’s ex-
pensive O(V) addition operation (@), which we have just managed to eliminate
from the Monoid instance.

instance Module d e = Module d (Cayley e) where
def=rep, (deabs, f)

The Kronecker instance derived via rep, from e similarly features e’s addition
operation (®).

instance Kronecker v d e = Kronecker v d (Cayley e¢) where
delta v = he — e @ delta v

Fortunately, we can again define a specialized Kronecker instance for the type
e = d — Cayley (Sparse v d), which avoids appeal to the expensive @ opera-
tion. Indeed, the () operation defined on e need not make use of that defined
on Cayley (Sparse v d). For the specialized delta, we instead calculate:

delta v = {- definition of delta for d — -}

Ad — d e delta v

= {- definition of (e) and delta for Cayley -}
Ad — rep, (d e abse (Ae — e @ delta v))

= {- definition of rep, and abs, -}
Ad = de = e® (de(Ae — e® delta v) zero)

= {- B-reduction and unit of monoid (Figure 3) -}
Ad — e = e ® (d e delta v)

= {- equation (2) -}
Ad — de — insertWith (®) v d e

= {- np-reduction -}
Ad — insertWith (&) v d

Hence, we obtain an implementation of delta that takes only O(log V') time.

instance (Ord v, Semiring d) = Kronecker v d (d — Cayley (Sparse v d))
where delta = insert With (@)

Moreover, the Cayley e representation preserves the correctness of e.

instance CorrectAD v d e = CorrectAD v d (Cayley e) where
rep = rep, o rep
abs = abs o abs,
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In summary, with type d — Cayley (Sparse v d), both (e) and (&) take O(1)
and delta takes O(log V). As a consequence, the time complexity of abstractD
for a program with N nodes and V variables is now O(N x log V).

reverseAD cayley 2 (Ord v, Semiring d)
= (v = d) = Expr v — d x ( d — Cayley (Sparse v d) )

reverseAD cayley = abstractD
For example, as before, the derivative of example; at X =5 is 170.

> (abs, o abs_ o tan™) (reverseAD cayiey (AX — 5) examples)
(X 170}

Notice that we can see values of type Cayley (Sparse v d) as a functional model
for computations that modify a state of type Sparse v d, i.e., immutable maps.

5.8. Array-based Reverse Mode

Performance-wise, we can do even better by switching from immutable maps to
mutable arrays (from Data.Array.ST) (Appendix C). Using these to represent
the state, instead of the purely functional implementation above, we can perform
in-place updates. Furthermore, the array can be provided by an implicit envi-
ronment (Control. Monad.Reader). Hence, instead of type Cayley (Sparse v d),
we can work with the type ReaderT (STArray s v d) (ST s) (). It is convenient
to encapsulate this rather wordy type in the type synonym STCayley v d.

type STCayley v d = Vs.ReaderT (STArray s v d) (ST s) ()

Observe that STCayley v d polymorphically quantifies over the state thread pa-
rameter s, which is necessary if we want to run the computation using Haskell’s
built-in primitive runST :: (Vs.ST s a) — a.

The isomorphism between Cayley (Sparse v d) and STCayley v d essentially
converts between the array and map representations.

reps, :: (It v, Semiring d) = Cayley (Sparse v d) — STCayley v d

reps, p = foldMap (A(v, d) — modifyAt (©d) v) (toList (p zero))

abss. :: (It v, Bounded v, Semiring d) = STCayley v d — Cayley (Sparse v d)

abss ¢ = runST (do arr < newArray (minBound, maxBound) zero
runReaderT q arr

[ < getAssocs arr
return $ foldMap (A(v, d) — insertWith (®) v d) 1)

The rep, function uses a helper function modifyAt to edit the value at a specific
position of the array, which is the counterpart of insert With on maps.

modifyAt :: It v = (d — d) = v — STCayley v d
modifyAt f v = do arr < ask; x < readArray arr v; writeArray arr v (f x)
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Using the methodology of Section 4.1 the Monoid instance works out to be the
generic instance that is available to any type m () where m is a monad.

instance Monoid (STCayley v d) where
zero = return ()
PRg=p>gq

As we work with d — ST Cayley v d, the Module structure of STCayley v d is
not used. For that reason, we skip immediately to the Kronecker instance where
the purpose of using mutable arrays is to reduce the O(log V') time complexity
of insert With in delta to the O(1) time complexity of modifyAt.

instance (Iz v, Semiring d) = Kronecker v d (STCayley v d) where
delta v = modifyAt (Done) v

In the d — STCayley v d combination this becomes:

instance (Iz v, Semiring d) = Kronecker v d (d — STCayley v d) where
delta v = Ad — modifyAt (®&d) v

The correctness of STCayley v d is established in terms of that of Cayley (Sparse v d).

instance (Iz v, Ord v, Bounded v, Enum v, Semiring d, Eq d) =
CorrectAD v d (STCayley v d) where
rep = reps, o rep
abs = abs o abss.

Finally, we get the resulting monadic definition for reverse-mode AD.

reverseAD.,, :: (Ix v, Semiring d)
= (v—>d)—= Expr v — dx (d— STCayley v d )

reverseAD,, = abstractD
We use this efficient version of reverse-mode AD on ezamples as follows:

> (abss 0 abss. o abs_, o tan™) (reverseAD,, (\X — 5) ezamples)
{X — 170}

5.4. Summary
Figure 5 summarizes the successive differentiation algorithms we have con-
structed by instantiating abstractD with semiring types d x e for different choices
of tangent type e. It also shows the worst-case time complexity of each algo-
rithm. Notice that, when V is large, i.e., there are many variables, reverse-mode
AD, and the last two variants in particular, is the most interesting. However,
for few variables, forward-mode AD is preferable as it only takes a single pass.
Finally, in Figure 6 we collapse the layers of abstraction to show what the
one-but-last entry of Figure 5—our most efficient purely functional reverse-mode
AD algorithm—Ilooks like after aggressive inlining. For the sake of simplicity
we have also replaced the custom algebraic datatype for Nagata numbers with
plain Haskell tuples.
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Differentiation Semiring Time

Mode Type Complexity
Symbolic (Expr v) x (Ezpr v) O(N?)
Forward Mode d x (Dense v d) O(N x V)
Forward Mode d x (Sparse v d) O(N x V)
Reverse Mode d x (d — Sparse v d) O(N xV)
Reverse Mode d x (d — Cayley (Sparse v d)) O(N xlogV)
Reverse Mode d x (d — STCayley v d) O(N+V)

Figure 5: The successive refinements of the semiring type, with their corresponding differen-
tiation modes and time complexity, for an expression of N nodes in V variables.

autodiff :: (Ord v, Semiring d) = (v — d) — Ezpr v — Map v d
autodiff var e = snd (go var e) one zero where
go :: (Ord v, Semiring d)
= (v—d) = Expr v — (d,d — Map v d — Map v d)
go var (Var v) = (var v,Ad — Am — insertWith (®) v d m)
go var Zero = (zero, Ad — Am — m)
go var One (one, Ad — Am — m)
go var (Plus ey e3) =let (f, df) = go var e
(g9,dg) = go var ey
in (f®g,Ad— A m —df d(dg dm))
go var (Times ey ez) = let (f, df) = go var e;
(
(

g,dg) = go var eg
in (f®g,Ad—=xm —df (d®g) (dg (d®[f)m))

Figure 6: Fully inlined AD code based on the d x (d — Cayley (Sparse v d)) semiring.

6. Extensions

Our setup allows for various extensions that make AD more useful. Notice that,
in these extensions, we often revert to the more naive forwardAD p.,, .. With the
Dense representation for the sake of brevity.

6.1. Additional Primitives

We have so far focused only on the minimal Semiring interface. Yet, it is well-
known that dual numbers (and, by extension, Nagata numbers) easily adapt to
other primitives, such as trigonometric, exponential and logarithmic functions.
We model such functions as subclasses of the Semiring type class. For instance,
we can extend the approach from semirings to rings by creating a Ring subclass
with a negate method for additive inverses.”

9This deviates from the Haskell Prelude where negate is a method in the Num type class.
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class Semiring d = Ring d instance (Module d e, Ring d) = Ring (d X e)
where negate :: d — d where negate (N f df) = N (—f) (—one o df)

Here, we use the fact that Haskell allows us to write —z for negate x.

Likewise, we collect trigonometric functions in Trig, whose Nagata number
instance relies on the well-known chain rule. In general, to enrich d (and hence
Ezxpr v) with differentiable primitives requires us to know both the operation
(sin), and its derivative (cos). Here, in order to be able to negate sin as the
derivative of cos, d must be a Ring.

class Trig d where instance (Module d e, Trig d, Ring d) = Trig (d x e)
sin::d—d where sin (N f df) = N (sin f) ( cos f e df)
cos::d — d cos (N f df) =N (cos f) (—sin f e df)

Observe that, while d must now also have a Trig instance, no additional de-
mands are made of e. Hence, all the AD variations we have covered, which are
only based on variations of e, also support additional primitive functions.

6.2. Non-Commutative Semirings

We can generalize our approach from commutative semirings to semirings
with non-commutative multiplication (®), such as (square) matrices over semi-
rings and the semiring of formal languages over an alphabet.

The key change in our approach is that rather than starting from the fol-
lowing rule for symbolic differentation, which exploits the commutativity:

derive © (Times e1 e2) = ((e2® derive z e1) ® ((e1® derive z ez)

where e; and es’s derivatives are both scaled on the left, we instead use the more
conventional rule:

derive © (Times e1 e2) = (derive x 1 | ®ez ) @ ((e1® derive © ez)

which scales derive x ez on the left and derive x e; on the right.
More abstractly, we can model this with d-d-bimodules that feature distinct
left-scaling and right-scaling operators.

class Semiring d = Bimodule d e | e — d where
(6):d—e— e
(o)e—d—e

Note that, for every d whose multiplication is commutative, every Module d e
instance gives rise to a Bimodule d e instance, by taking the two scaling op-
erations to be the same underlying (e) operation. If multiplication in d is not
commutative, nevertheless the distinguished case e = d yields a Bimodule struc-
ture with (@) (resp. (®)) given by left-(resp. right-)multiplication (see below).
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However, it is not sufficient to take (a restricted subset of) d — e as a repre-
sentative of the set of Bimodule homomorphisms from d to e.

Instead, we can avoid introducing this new d-d-bimodule abstraction and
reuse the existing Module-related infrastructure by means of (d, d)-modules.
At the core of this idea is the following semiring construction for pairs.

instance Semiring d = Semiring (d, d) where
zero = (zero, zero)
one = (one, one)
(lz,rz) ® (ly, ry) = (lx ® ly, rz D ry)
(lz, ) @ (ly, ry) = (e @ ly, 1y @ rx )

This is the usual component-wise instance, with one exception: the factors in
the multiplication are flipped for the second component. Then d is a (d, d)
module as follows:

instance Semiring d = Module (d, d) d where
(ILLred=Ild®r

Here, the first component of the tuple scales from the left and the second com-
ponent scales from the right. We can make use of the left and right injections
below to turn a d value either into a left or right factor, using the neutral
element one for the other factor.

inl, inr :: Semiring d = d — (d, d)
inl z = (x, one)
inr y = (one,y)

More generally, with a (d, d)-module e we obtain a variation on the Nagata
numbers:

instance (Semiring d, Module (d,d) e) = Semiring (Nagata d e) where

zero = N zero zero

one = N one zero

Nfdf ©N gdg=N (f®g) (df & dg)
Nfdf@Ngdg=N (fg) ((inr gedf)® (inl fedg))

This one localized modification seamlessly integrates non-commutative multi-
plication into our AD variants. In particular, following the earlier recipe we now
use the (d, d) —o e representation for accummulating multiplications, which is
that of (d, d) — e functions that take two d accumulators. The scalar multipli-
cation of this representation updates both accumulators.

instance (Semiring d, Module (d, d) e) = Module (d, d) ((d,d) — €¢) where
(dl',dr'ye f=Xdl,dr) — f (dI' @ dl, dr ® dr')

This shows that the first accumulator is for multiplications on the left and the
other for multiplications on the right.

In short, (d, d)-modules support non-commutative multiplication with min-
imal upheaval.
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6.3. Owerloading Initial Expressions

Automatic differentiation avoids the intermediate symbolic derivative when
computing precise numeric results. This is shown by the elimination of eval
in Section 2.4, which was invoked twice in the naive implementation. In this
subsection we show that, by overloading operators in the initial expression and
thereby avoiding the initial symbolic expression, we can further eliminate the
eval call and thus further reduce verbosity.

In particular, we assume that the initial expression is not given as a value of
type Ezpr v, but as a polymorphic function of type Vd.Semiring d = d — ... —
d — d with as many inputs of type d as there are variables v. For example,
exampley from Section 3.5, can be written as a polymorphic function of arity 2.

ezampley :: Semiring d = d — d — d
ezampley Ty = ((z ® y) & x) & one

The mechanism behind deriving example, is that of fold/build fusion [27],
applied to eval var example,, where example, is an instance of the builder
pattern, building a symbolic expression, and eval is a fold. Fold/build fu-
sion eliminates the intermediate symbolic structure and directly builds the
result of evaluation. Gibbons and Wu [28] show how to exploit such struc-
ture systematically (generalising to all algebraic structures defined by Haskell
type classes, not only Semirings), by relating the ‘deep’ embedding in terms
of symbolic expressions Fzpr v with the corresponding ‘shallow’ embedding
Vd.Semiring d = (v — d) — d. Here, eval is one half of an isomorphism pair
between these two types, with the inverse given by instantiation at Var.
Hence, instead of the verbose calls (left), we readily invoke example’, (right).

>let {var X =5;var Y =3} > eramples 5 3

in eval var example, 21
21 > examplel, (N 5 (delta X))
> let {var X = 5;var ¥ =3} (N 3 (delta Y))

in forwardAD g, var example, N 921 {X — 4,V — 5}
N21{X — 4,Y — 5}

Both cases avoid the interpretative overhead of evaluating the symbolic expres-
sion. Yet, we can also recover the original symbolic expression.

> examplel, (Var X) (Var Y)
Plus (Plus (Times (Var X) (Var Y)) (Var X)) One

6.4. Higher Derivatives

Higher derivatives are obtained through repeated differentiation. For instance,
the second-order derivative is the derivative of the derivative. The naive ap-
proach to compute the second-order derivative at a point is through repeated
evaluation of the symbolic derivative.
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Figure 7: 0th"—274_order derivatives and their types.

derive gna :: (Eq v, Semiring d) = (v — d) — Fxpr v — Dense v (Dense v d)
derive gna var e = \x y — eval var (tan®™ (forwardAD p,,, .. Var
(tan™ (forwardAD p.pse Var e) z)) y)

The Haskell call derivegn var e x y corresponds to the mathematical notation

8% (a%e) ’U R By using naturality of tan” and eval’s fusion property, we merge

the three traversals of deriveyna into a single eval (see Appendix A):

derive’y.a var e = Az y — tan® (tan® (forwardAD p.,. gen €) z)y
where gen z = N (var z) (delta z)

This instance of abstractD uses the (d x (Dense v d))-module of nested Nagata
numbers of type (d x (Dense v d)) x (Dense v (d x (Dense v d))).

The nested representation (Figure 7) of the second-order derivative contains

redundancy: the value % appears twice. This redundancy gets worse as the

order (and thus the level of nesting) increases. In general, for the nth-order
derivative we get 2™ values of which only n + 1 are distinct. To avoid this, it is
more economical to use a compact representation.

data Nyna v d = Nyna d (Dense v (d x (Dense v d)))
The corresponding forward AD is similar to abstractD:

forwardAD g :: (Semiring d) = (v — d) — Ezpr v — Ngna v d
forwardADyna var = eval gen where gen x = Nyna (var z) (delta x)

Running this on examples gives the evaluation result, first and second derivative:

> forwardADgna (AX — 5) examples
Ngni 300 (AX — N {pri¥ =170, tan™ = (A\X — 64)})

This generalizes straightforwardly to other higher derivatives.

All Higher Partial Derivatives. In the extreme case where n = oo, the econom-
ical representation becomes an infinite stream of all successive derivatives [29].
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This stream of derivatives has the form z :< dzs where z is the value and dzs
are all higher-order partial derivatives with respect to all variables v.1°

data Stream v d = d :< Dense v (Stream v d)

Then, the semiring operations for the infinite stream of successive derivatives
are defined as follows.

instance Semiring d = Semiring (Stream v d) where
zero = zero :< Zero
one = one :< zero
(z:<zs)® (y:<ys) = (xDy) :< (xs D ys)

TTSs ® yys =(z®y):<Iv— ((zs v @ yys) B (zzs @ ys v))
where zzs = (z :< xs)
yys = (y :<ys)

The Module and Kronecker instances follow naturally from this definition. They
allow us to automatically differentiate a symbolic expression and obtain its
stream of derivatives.

forwardAD 4 :: (Eq v, Semiring d) = (v — d) — Expr v — Stream v d
forwardAD ,;; var = eval gen where gen y = var y :< delta y

> forwardAD 4; (A X — (5:: Int)) example,
300:< (AX = 170:< (AX = 64:< (A X = 12:< (A X — 0:< ...

Hybrid Automatic Differentiation. In second-order optimization, it is often pre-
ferred to use a hybrid approach, i.e., combine forward mode and backward mode
to get a more efficient algorithm. For instance, when taking a function’s curva-
ture into account, it is necessary to compute the Hessian'! applied to a vector.
Pearlmutter [31] introduces this mix of the two modes. In a forward sweep
the first derivative is computed, whereupon the second, reverse sweep computes
the second-order derivative at a point. This can be obtained by exploiting the
d-module isomorphisms to work with

data Ny v d = Ny d (Dense v (d x (d — (Cayley (Sparse v d)))))

6.5. Basic Sharing of Subexpressions

Our approach so far ignores any sharing in the source expression. Consider
for instance example,, which denotes the expression (x + ) X (z+ ), but at the
level of Haskell shares the two occurrences of  + x by means of a let binding.

101t differs from Hinze’s stream representation [30] in the interposition of Dense in the tail.
11The Hessian of a function f in n variables z; is the n x n square matrix consisting of all

2
second-order derivatives =2 —.
Oz;0x
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example, :: Expr X
example, = let y = Plus (Var X) (Var X) in Times y y

The ewval recursion scheme used by abstractD does not see the let binding and
processes both occurrences of x+x. In particular, abstractD (AX — 5) ezample,
reduces to (N 5 one ® N 5 one) ® (N 5 one ® N 5 one) which features two ()
operations instead of one. To avoid this recomputation of intermediate results,
we extend the symbolic expression language with a let-construct so that we can
write ezample) with this new syntax.

data Expr v = ... ezamplel, :: Expr XY
| Let v (Expr v) example), = Let Y (Plus (Var X) (Var X))
(Expr v) (Times (Var Y) (Var Y))

We adapt the evaluator accordingly with the standard semantics for let-binding.
eval :: (Eq v, Semiring d) = (v — d) — Expr v — d

eval gen (Let y e1 ex) =let dy = eval gen e;
genyg = Az — if ¥ == y then d; else gen x
in eval geny ez

Observe that, because ey has the additional let-bound variable in scope, we
evaluate it with the extended generator gen,, which maps the free variables to
their given gen meaning and the new let-bound variable y to the meaning d;
of e;. The definition of abstractD is as before, now with support for sharing.

Sharing for Sparse Maps. Now, abstractD (AX — 5) example) reduces to an
intermediate form with only one (@) operation, and if we commit for the tangent
to the sparse module, this reduces further in a way that nicely preserves the
sharing.

let y=N5o0ne® N 5onein (y®y)

lety=N5 {X = 1}aN5{X — 1}in(y®y)
let y = N 10 (fromList [(X,2)]) in(y®y
N (10 x 10) (fmap (10 x) {X — 2} & fmap (10 x) {X — 2})
N100 ({X — 20} & {X — 20})

N 100 {X — 40}

~—

Sharing for Functions. However, if we use a function-based module represen-
tation, such as Dense and our three reverse-mode variants, then the (&) is
duplicated again later in the evaluation. This happens because the (&) under
the function binder is not reduced until the function is applied. When both
references of the shared function are applied, the (@) in its body will be evalu-
ated each time. The following shows this for dense functions because it is the
simplest of the function-based representations.
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let y=N5o0ne® N 5 onein (y ® y)

= lety=N5 (\X 5 1)&N5 (X = 1) in (y®y)
=lety=N10 (X' — (/\X—>1) A = 1) X)in(y®y)
= (NIOQX' 5 (MX 5 D)X @ (0X = 1) X))@
(N10 (AX' — (AX = 1) X' @& (AX — 1) X))
— N (10 x 10) AX" — ()\X”—> 10 x (AX' = (AX = 1) X
(AX = 1) X )X”) X"y
(AX” 510 x (AX' = (AX > 1) X
AX =1 X ) X" X")

Fortunately, we can address the problem of sharing for function-representations
with a custom symbolic rule for Let (Proof in Appendix B)!2

Lemma 1.

861 862

d(lety = e1iney) Oea
“om T om

6:@» 6_3/ y=e

Yy=e1

For instance, the expression erample), has partial derivative:

dexample), _ oy X y Xax+x+8yxy

ox 0 |y—ra ox ox
— (@+o)+ @) x (1+1)+0

y=x+x

This formula (Lemma 1) is captured in a Letin type class with a method letin,
which in turn is defined in terms of abs :: e = v — d of the CorrectAD type
class, that extracts the v-component of a d-module e.

class CorrectAD v d e = Letin v d e where
letin::v —>e—>e—e
letin y dey des = ((abs des y) e dey) @ des

We specialize the evaluator used by abstractD to use this formula, also special-
izing its type d to d X e.

eval :: (Eq v, Letin v d e) = (v — dXe)— Ezprv— dxe

eval gen (Let y e1 ea) =
let N fi df, = eval gen e;
gen, = Az — if x == y then N f; (delta y) else gen z
N fo dfy = eval geny e
in N f (letin y df, df5)

12We ignore the fact that some primitive functions may have non-differentiable points.
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This evaluator uses the standard substitution behavior for the primal, but defers
to the letin method of the Letin type class for the behavior for the tangent. If we
inline and specialize letin for d — Cayley (Sparse v d), we get a tight definition
that computes the maps produced by de; and des only once.

instance (Ord v, Semiring d) = Letin v d (d — Cayley (Sparse v d)) where
letin y dey dea = An m — let m' = dea nm in deq (m''y) m’

With the above definition, the let-sharing is properly preserved.

Complications. In order to get the main points across, we have ignored two
complicating aspects above.

Firstly, the way the Let case of eval extends the generator gen results in a
lookup time that is linear in the number (L) of nested let-bindings. A more
efficient datastructure (a map or array) can be used instead to improve the
lookup time complexity to O(log L) or O(1).

Secondly, we have implicitly assumed that let-bound variables do not shadow
other variables, be they free variables or other let-bound variables. To support
shadowing, the partial derivative for the shadowed variable y—or at least, as
much of it as has been accumulated so far in m—should be saved before running
dzo and restored afterwards. Regardless, other than for debugging purposes, one
may want to purge the partial derivative for the let-bound variable y from m’
as it is no longer relevant. Both together are accomplished as follows.

letin y dey dea = An m — let old = lookup y m
m' =deynm
in de; (m'!y) (update (const old) y m')

7. Related Work

There is a vast amount of literature on automatic differentiation since the
idea was first presented by Wengert [3].

State-of-the-Art AD Algorithms. Much of the effort in recent years has been de-
voted to establishing the correctness of different AD variants, and to extending
the supported language features. Most works focus on the operational semantics
of formal calculi they define, and reason about the correctness of their AD ap-
proaches in operational terms. One of the most comprehensive and accessible of
these, in our view, is the recent work of Krawiec et al. [12]. It too goes through
several steps of refinement, from a standard forward mode AD to an efficient
reverse mode variant. While we present several purely functional map-based
variants, their main focus is the imperative version, which uses a defunctional-
ized form of our d — ST Cayley v d representation that resembles the so-called
trace or Wengert list [3] used in many AD implementations. They cover several
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additional language features, which we believe can also be incorporated into our
approach, such as support for higher-order functions'?, sum and product types.

A virtue of their paper is in identifying criteria for a (successful!) approach
to AD: that it should demonstrate efficient reverse-mode AD; that it be higher-
order; that it be asymptotically efficient; and that it be provably correct. The
approach we have presented here, thanks to our careful algebraic treatment,
ensures that (functional) correctness is more or less immediate, via our use of
Kronecker type-class isomorphisms; efficiency relative to the computation of
the primal follows from our use of a single abstract computation abstractD,
based on eval; and our ability to capture all the various modes of AD may be
seen as arising by careful instantiation of Nagata’s fundamental construction,
which nevertheless may be summarised in completely elementary terms by the
Semiring typeclass instance given in Section 3.2.

The authors of [12] give only informal arguments for the relation between
different variants, but the correctness proof of their final version constitutes a
non-trivial effort involving a Kripke logical relation. This proof approach is
inspired by the earlier work of Huot et al. [32, 33] on a logical-relation-based
correctness proof of a basic forward mode algorithm for a higher-order language.

Another recent work in a similar vein is that of Smeding and Vékar [34],
who derive several variants of reverse-mode AD. They use “well-known program
transformations”, reasoning mostly in algorithmic terms.

AD and Functional Programming. Karczmarczuk [29] shows how to use type
classes to overload arithmetic operations to obtain forward-mode AD with dual
numbers, and generalizes that to an infinite stream of higher derivatives.

Elliott takes a more algebraic approach based on program derivation. First,
he explores a derivation of forward-mode AD, focusing on the chain rule as the
guiding principle, and generalizing from scalars to vector spaces [35]. Next, he
shifts his view to derivatives as linear maps and the categorical structure of
differentiation [36]. More recently, Elliott has also explored the application of
automatic differentiation to languages [37].

Elsman et al. [38] follow Elliott’s lead, with their functional analysis for dif-
ferentiation based on linear functions. They show that symbolic and forward-
mode derivatives follow from the same rules, but reverse-mode essentially com-
putes the adjoint of a derivative. Adjoints arise by taking a curried form of
d-valued inner product structure on vector spaces e, giving rise to a duality
between e and the linear function space e —o d. Our more general setting does
not consider such normed/inner product structure on our d-modules e, but we
expect that such richer structure may be smoothly incorporated into a general
picture, and we leave this as a topic for future work.

Wang et al. [39] show that the two passes of reverse-mode AD can be con-
veniently implemented using delimited control in an impure functional setting

130Observe that features like higher-order functions are parametric with respect to the semi-
ring type and can thus be used as is.
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like Scala; they provide no formal argument for its correctness.

Kmett’s ad library [40] is a Haskell implementation based on Pearlmutter
and Siskind’s work [41], which explained how to incorporate AD as a first-class
function in a functional language. The library exploits Haskell’s abstraction and
overloading mechanisms to support different AD modes.

Oleksandr et al. [42] discuss the challenges in automatic differentiation of
higher-order functions, for example functions in curried form.

Nagata Numbers. As far as we know, our use of Nagata’s idealization of a
module (“Nagata numbers”) in the context of AD is novel. Most works in the
AD literature use the standard homogenous dual numbers. Some, like those of
Krawiec et al. [12] and Smeding and Vakér [34], do feature various heterogeneous
dual numbers, but they do not observe that these are instances of a general
structure. Nagata originally defined his idealization of a module over a ring.
Our weakening to consider only semiring structure is just cosmetic, and the
extension of our methods to consider a (commutative) ring d of coefficients is
straightforward, and we appeal to it without comment in Section 6. See also [43]
for a comprehensive survey.

Leibniz vs. Newton. One way to understand our contribution, in contrast to
those of Elliott and others, is that while they take a ‘Newtonian’ view of AD
as an algebraic operation on spaces of (abstract) functions, we take the ‘Leib-
nizian’ approach of understanding both AD and symbolic differentiation as an
algebraic operation on a language Expr v of (concrete) symbolic expressions.
This in particular contrasts with Baydin et al.’s assertion [2, Section 2.2, under
“What AD Is Not”] that AD is “not symbolic differentiation”, but echoes their
observation, following Griewank [44], that it has a “two-sided nature that is
partly symbolic and partly numerical”.

8. Conclusion

Having identified three algebraic abstractions, we can write symbolic dif-
ferentiation, forward-mode and reverse-mode AD as different instances of one
and the same abstract algorithm. A significant contribution is the observation
that we can generalize the well-known dual numbers into the Nagata idealiza-
tion abstraction d x e for any d-module e, which allows the e parameter to
vary independently of the semiring d of coefficients, and that we can use ab-
stract Kronecker deltas to represent partial derivatives. Furthermore, guided by
structure-preserving maps in the form of Kronecker isomorphisms, we have taken
successive steps in optimising the representation, in a correct-by-construction
manner, from basic symbolic differentiation via forward-mode AD to the (typi-
cally) much more efficient reverse-mode AD.

Future work includes further exploring matrix differentiation with this frame-
work. Square matrices form a (non-commutative) semiring but matrices of ar-
bitrary dimensions form an extra challenge, in particular when reflecting these
dimensions in the types.
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Appendix A. Derivation of the Second-Order Derivative

This appendix expands on Section 6.4’s claim that we can derive from the
specification

derive gna :: (Eq v, Semiring d) = (v — d) — Ezpr v — Dense v (Dense v d)
derive gns var e y = eval var (tan™ (forwardAD ., .. Var
(tan®™ (forwardAD p.,.. Var e)y)) z)

that consists of three successive appeals to eval, an equivalent version that is
an instance of abstractD (which consists of a single eval):

derivey. var x y e = tan™ (tan™ (abstractD gen e) z) y
where gen z = N (var z) (delta z)

We start the derivation from a point-free formulation of derive gna:

Ay z — eval var o ($z) o tan® o forwardAD p.,,,. Var
o ($y) o tan™ o forwardAD p.,,s. Var
= {- naturality of function application -}
Ay z = ($z) o fmap (eval var) o tan®™ o forwardAD .. Var
o ($y) o tan™ o forwardAD p,,, .. Var
= {- n-reduction -}
Ay —  fmap (eval var) o tan® o forwardAD p,,,,, Var
o ($y) o tan™ o forwardAD p,,,,. Var
= {- naturality of function application -}
Ay — ($y) o fmap (fmap (eval var) o tan® o forwardAD ., . Var)
o tan™ o forwardAD p.,,.. Var
= {- n-reduction -}
fmap (fmap (eval var) o tan™ o forwardAD p,,,.. Var)
o tan™ o forwardAD p,,, .. Var
= {- naturality of tan”; see equation (A.1) below -}
fmap (tan™ o bimap (eval var) (fmap (eval var)) o forwardAD p.,,.. Var)
o tan® o forwardADp., .. Var
= {- ewval fusion -}
fmap (tan™ o eval gen') o tan™ o forwardAD p,,,,. Var
where gen’ z = N (var z) (delta 2)
= {- fmap fission + naturality of tan® -}
fmap tan® o tan™ o bimap (eval gen') (fmap (eval gen'))
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o forwardAD p,pse Var
where gen’ z = N (var z) (delta 2)
= {- ewval fusion -}
fmap tan™ o tan® o eval gen'
where gen” z = N (N (var z) (delta z)) (delta z)
= {- abstractD definition -}
fmap tan™ o tan®™ o abstractD
where gen z = N (var z) (delta z)

The steps involving the naturality of tan’ do not concern the Functor instance
of Nagata numbers, but their Bifunctor instance, which allows to vary both
components.

instance Bifunctor (- X -) where
bimap f g (N d e) =N (f d) (g d)

The general naturality property of tan® ::Vd e.d x e — e for this Bifunctor
instance is:
gotan™ = tan® o bimap f ¢

However, for the specialized type tan® :: Vd.d x (Dense v d) — Dense v d
where the two components are not independent, we also have this specialized
naturality property:

fmap f o tan™ = tan™ o bimap f (fmap f) (A1)

Appendix B. Proof of Lemma 1

Proof:. We prove this rule by means of the chain rule for multi-variate functions:

of(e1, ... en) :i <8f(x1,...,xn)

=1
Define f as f (y, 1, ..., 2,) = e2 where 21, ..., 2, comprise all the free variables
of 1 and ez. Then we have that f(e1,21,...,2,) =let y = ¢; in es.

Using this in combination with the chain rule yields:

O(lety = e;iney) Of (€1, 21, .., Tn)
o0x; - o0x;
_ Of(y,x1, ..., xn) Xael
dy y=erai=ar,an=a,  OLi

6,Tj
)
Y=€1,L1=T1,.., Tn==Tn T

=1
_ % " der n Oes
dy y—er ox; Ox; _—
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Appendix C. Haskell Libraries and Functionality

This section briefly introduces Haskell’s type class feature and summarizes
the key library functions that we use.

Appendiz C.1. Type Classes

We use Haskell’s type classes [45] to model the interface of algebraic struc-
tures, such as the semirings:

class Semiring d where
zero :: d
one ::d
(®) sd—>d—d
(®):d—d—d

Under the hood, the Haskell compiler creates a datatype, called a dictionary
type, that contains all the methods of the type class.

data SemiringDict d = SD {zero:: d
,one:: d
(@) d—>d—d
,(®@)d—d—d}

A type class instance provides the implementation of the interface for a specific
type. For example,

instance Semiring (Ezpr v) where
zero = Zero
one = One
(@) = Plus
(®) = Times

Under the hood, an instance gives rise to a dictionary value that contains these
implementations.

semiringEzprDict :: SemiringDict (Expr v)
semiringExzprDict = SD { zero = Zero
,one = One
. (®) = Plus
,(®) = Times}

We can use the type class methods at a specific type for which there is an
instance. E.g.,

expr :: BExpr v
expr = one @ one
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The compiler turns this into code that explicitly extracts the implementations
from the appropriate dictionary:

expr :: BExpr v
expr = d.(®) d.one d.one where d = semiringExprDict

The selection of the appropriate dictionary is known as type class resolution and
directed by the type at which the methods are used. Because every type can
have at most one instance of a type class, there is always at most one appropriate
dictionary.

We can also abstract over the particular type used with a type variable d.
Then the type variable is subject to the type class constraint Semiring d. This
means that d can be freely chosen as long as it has a Semiring instance. This
is known as constrained polymorphism.

expr :: Semiring d = d
expr = one @ one

Under the hood, the type class constraint is transformed into an explicit dictio-
nary parameter.

expr :: SemiringDict d — d
expr d = d.(®) d.one d.one

When using such a constraint polymorphic definition at a specific type, the
Haskell compiler implicitly provides the appropriate dictionary parameter. For
example, it turns expr :: Fxpr v into expr semiringFxprDict :: Expr v.

In multi-parameter type classes, i.e., type classes with multiple parameters
in their signature (e.g., Module d e), we can declare functional dependencies
between parameters to aid type class resolution. A functional dependency in-
dicates that one type parameter is uniquely determined by the other(s). For
example, our Module class uses such a functional dependency:

class (Semiring d, Monoid e¢) = Module d e | ¢ — d where ...

Here the semiring type d can be determined from type e.
For a more thorough introduction to type classes and Haskell in general, we
refer to Bird [46] and Hutton [47].

Appendiz C.2. Maps

The functions below are from Haskell’s Data.Map library'4, copied with their
type signature and explanation.

e N::Ordk=Mapka—k—a
O(logn). Find the value at a key. Calls error when the element can not
be found.

M https: //hackage.haskell.org/package/containers-0.4.0.0/docs/Data-Map.html
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o findWithDefault :: Ord k = a — k — Map k a — a
O(logn). The expression find WithDefault def k map returns the value at
key k or returns default value def when the key is not in the map.

o fromList :: Ord k = [(k,a)] = Map k a
O(n x logn). Build a map from a list of key/value pairs. If the list
contains more than one value for the same key, the last value for the key
is retained.

o unionWith :: Ord k = (a = a — a) > Map k a — Map k a — Map k a
O(n 4+ m). Union with a combining function. The implementation uses
the efficient hedge-union algorithm.

e insertWith:: Ord k = (a - a—a) >k —a— Mapk a— Mapk a
O(logn). Insert with a function, combining new value and old value.
insertWith f key value mp will insert the pair (key, value) into mp if key
does not exist in the map. If the key does exist, the function will insert
the pair (key, f new_value old_value).

Appendiz C.3. Arrays

The functions below are from Haskell’s Data.Array. MArray library'®, copied
with their type signature and explanation.

o newArray :: Iz i = (i,i) > e—>m (aie)
Builds a new array, with every element initialised to the supplied value.

o readArray :: (MArray a e m,Ix i) = aie—1i—me
Read an element from a mutable array

o writeArray :: (MArray a e m,Iz i) = aie—i—e—m|()
Write an element in a mutable array

o getAssocs :: (MArray a e m,Ix i) = a i e— m[(i,e)]
Return a list of all the associations of a mutable array, in index order.

Below, we document the ST monad from Haskell’s Control. Monad.ST library'S.

e data ST s a
The ST monad allows for destructive updates, but is escapable. A compu-
tation of type ST s a returns a value of type a, and execute in “thread”
s. It serves to keep the internal states of different invocations of runST
separate from each other.

15https://hackage.haskell.org/package/array-0.5.1.1/candidate/docs/Data- Array-MArray.html
16https://hackage.haskell.org/package/base-4.18.0.0/docs/Control-Monad-ST.html
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o runST :: (Vs.5T s a) = a
Return the value computed by a state thread. The V- ensures that the
internal state used by the ST computation is inaccessible to the rest of
the program.

Below, we document the STArray’s from Haskell’s Data.Array.ST library'”.

e data STArray s i e
Mutable, boxed, non-strict arrays in the S7 monad. s is the state variable
argument for the ST type, i is the index type of the array (should be an
instance of Iz), and e is the element type of the array.

Appendiz C.4. Other

Below, we document the foldMap function from Haskell’s Data.Foldable li-
brary'®.

o foldMap :: Monoid m = (a = m) =t a —m
Map each element of the structure into a monoid, and combine the results
with (). This fold is right-associative and lazy in the accumulator.

Below, we document the ReaderT monad transformer taken from Haskell’s
Control. Monad. Trans. Reader library!?.

e newtype ReaderT r m a = ReaderT {runReaderT :: v — m a}
The reader monad transformer, which adds a read-only environment to
the given monad m. The return function ignores the environment, while
(>=) passes the inherited environment to both subcomputations.

1Thttps:/ /hackage.haskell.org/package/array-0.5.5.0/docs/Data-Array-ST.html
18https://hackage.haskell.org/package/base-4.18.0.0/docs /Data-Foldable.html
9https: //hackage.haskell.org/package/transformers-0.6.1.0/docs/Control-Monad-Trans-Reader.html
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